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Outline of the lecture

« Analysis of Variance (ANOVA) for a single factor
 Bartlett's test



Two-sample t-test for the diff. of the pop. means // o,=0,

First of all, recall the two-sample {-test for the difference of the population means

(assuming the same variance):

Let X ~ Ny, 6%) and Y ~ N(iy,62) be two unknown random variables.
We assume that both random variables X and Y are normally distributed,
but we do not know their population means uy and uy nor their variance,

but we do assume that the variance o2 of both variables X and Y is the same.

We sample the variable X m-times, so we have the sample xy,x5, ..., Xp.

We sample the variable Y n-times, so we have the sample v4,¥5, ., Y-



Two-sample t-test for the diff. of the pop. means // o,=0,

Having the m observations x4, %5,...,%,, of the random variable X ~ N (uy, 6?) and
having the n observations y,,y,,...,¥, of the random variable Y ~ N (uy, 02),

we test the null hypothesis that both population means are the same (Hy: uy = uy)
against the two-sided alternative hypothesis (Hy: uxy # uy).

Calculate the statistic

-7
T = ~ Imin-2

(m—1si+ @ —1s3 1.1
m+n-—2 m n




Two-sample t-test for the diff. of the pop. means // o,=0, %&%

Finish the two-sample f-test for the difference of the population means as follows:
« choose the level of significance, a small number a > 0, avery

popular value is ¢ = 5 %, other popular values are 10 % or 1 % or 0.1 % etc.
* find the critical value ¢ > 0 so that

—C +o0

fx)dx+ fFXdx=a

—0 tc
where f Is the density of the {distributionwith m +n — 2 degrees of freedom
¢ if T € (—00,—c]U][+c,+0), the critical region, then reject the null hypothesis
o if T €(—c,+c), then do not reject (or fail io reject) the null hypothesis



One-Way ANOVA




One-way ANOVA

Motivation:

Let Y; ~ N(uy,02), Yo ~ N(up,62), etec., Vi ~ N(up, %) be unknown random
variables.

We assume that the random variables Y,,Y,, ..., ¥, are normally distributed,
but we do not know their population means y,, is, ..., 44 nor their variance,

but we do assume that the variance o of all variables Y;,Y;, ..., ¥, is the same.




One-way ANOVA

We sample the variable Y; n;-times, so we have the sample
Y11, Y12, Y135 v Y10,
We sample the variable ¥, n,-times, so we have the sample

Y21, Y225 vy Y2n,
Wae sample the variable Y; nz-times, so we have the sample

Y31,Y32, Y33, Y34, Y35, - Y3n,
Etc.

We sample the variable Y, n,-times, so we have the sample
Yic1s Yie2s v s Yieny,



One-way ANOVA

Having the samples ¥11,¥12, « ) Y1n,s Y21, Y225 s Yonys ©tC., Y1, Viezs vuns Yiem,,
of the random variables Y; ~ N {(yy,02%), Yo ~ N(u,,0%), etc., Vi ~ N (g, 0%),
respectively, we formulate the null hypothesis:

all samples come from the same population:
the values of the population means are the same

Hot =iz = =i

Recall that we do not know the true population means y,, i, ..., tx-

Woe only test the hypothesis by means of the samples of the measurements.



One-way ANOVA

Example I:
We have got a gross sample of n patients cured for some disease.

The patients were divided into k groups of sizes ny,n,, ..., n; so that

n=n1+n2+---+nk

The 1%t group has been treated by the 1%t method.
The 2" group has been treated by the 2™ method.
Etc.

The k' group has been treated by the k™ method.



One-way ANOVA

Example I:

Then VY11, V12, ---;yj_nl: Y21, Y22, ---:3’2:12- etc., Vi1 Yi2, “'-'ykﬂk
are the results of a medical test after the treatment.

Based on the samples, we test the null hypothesis that

the results of all the treatments are {on average) the same.



One-way ANOVA

Example |l
We test k distinct cars. We test the 1%t car n, times, we test the 27 car n, times,

etc., and we fest the k" car n;, times for mileage.

Then Y11, Y12r =2 Vings Y21, V22, ---:3"211.;: B'l'.C., Y1 Yz, ---;yknk
are the results of the measurements, i.e. the mileages.

Woae test the null hypothesis that

the average mileage of each car is the same.



One-way ANOVA

Remark:
If £ =2, then we can equivalently use the two-sample {-test
for the difference of the means (with the assumption of the same variance)

to test the null hypothesis.

If the number of the groups is larger (k > 2) and we apply the two sample -test
to all the pairs of the groups (1-2,1-3,...,1-k, 2-3,..,2—k, etc., (k—1)—k)
separately, then the probabilify of the error cumulates and is then much larger

than the originally prescribed a=5% !



One-way ANOVA

Wae have got k& groups of observations of a quantitative (numerical) data item:

The values in the 1%t group are: 41, ¥12: ¥13) ve» Yin,

The values in the 2™ group are: .4, V22, .- ' Y2n,

The values in the 3™ group are: ys;, Y32, Y33, Y34 Y35 -» Yan,
Efc.

The values in the k™ group are:  yxq, ¥z, - Yien,,

Recall our assumption that the samples come from normally distributed
random variables Y3,Ys, ..., Y, with the same variance o%.



One-way ANOVA

The one-way analysis of variance (ANOVA) proceeds as follows:

Having the samples y11,Y12, ) Y1nys Y21, Y225 s Y2mys ©C., Yiets Viezs v s Vieng
calculate the

« sample variance between the groups

« sample variance within the groups



One-way ANOVA

Sample variance (mean squares) between the groups:

‘ sum of squares (between) \
\
\

mean squares (between) . SSB 1_1 (yl _‘)_7)2
degrees of freedom (between) %DFB k 1
where
* is the size of the i-th group
Z j=1Yij is the sample mean of the i-th group

c y= E 12 —1Yy Is the grand sample mean

e n=YF m is the size of the grand sample




One-way ANOVA

Sample variance (mean squares) between the groups:
The traditional ANOVA terminology is used:

Sum of Squares (between):
E mny K
ZZ i—J’)2=ZntX(J7‘t—?)2
i=1j=1 =1

Degrees of Freedom (between):
DFB =k-—1



One-way ANOVA

Sample variance (mean squares) between the groups:
The traditional ANOVA terminology is used:

Mean Squares (between):
ve. = 558 _ Zie12jeGi =)
B~ DFg k—1
Observe intuitively:
The more the null hypothesis (i, = i, = -~ = 1) holds frue,

the more the mean squares MSg tend to zero: MSg — 0



One-way ANOVA

Sample variance (mean squares) within the groups:

‘ sum of squares (within) \
‘ mean squares (within)

_ 2
— \M _ S5, 21_1 e ij—yi)
degrees of freedom (within) \waDFw " — Kk
where
* N Is the size of the i-th group
* F==I1 vy is the sample mean of the i-th group

¢« n= 21—1 1y is the size of the grand sample




One-way ANOVA

Sample variance (mean squares) within_the groups:
The traditional ANOVA terminology is used:

Sum of Squares (within):
k ny
_ 2
SSw = Z Z(J’tj )
i=1j=1
Degrees of Freedom (within):

k
DFW= (ni—1)=n—k
&



One-way ANOVA

Sample variance (mean squares) within_the groups:
The traditional ANOVA terminology is used:

Mean Squares (within):

N2
MSyy = SSw z;—i _1 ij yi)
DF‘W n—k

Observe intuitively:

The more the mean squares MSy tend to zero (MSy — 0),
the less the null hypothesis (y; =y, = --- = ;) holds true.



One-way ANOVA

Theorem:

If Y]_]_, Y]_z, ny Y]_-ni, YZ].! Yzz. ny anzl aunp Ykll Ykz, . Ykﬂk ~ N(ﬂ, ﬂ'z) are indEpEndEnt,
then

El—l 1—1(Y Y)Z/
Zi 12 1(11}_1’1)

~ k—L n-k

where F_, .- denotes Fisher's F-distributionwith k—1 and n—k d.f.
(degrees of freedom).



One-way ANOVA: the test

The one-way ANOVA test proceeds as follows:

* Given the samples y;11,¥12, ., Y1in,s Y21, Y220 = Yony,s ©1C., View, Yis v s Vieny,
of the random variables Y; ~ ¥ (uy,0%), Y5 ~ N(uy, 02), etc., Y ~ N, %),

respectively, formulate the null hypothesis:

Hy: M=t ==

* The alternative hypothesis is Hy: —H,, i.e. yy # y;» forsome i’ #i”



One-way ANOVA: the test

« Calculate the statistic

MSp _ SSp /DFg _ ZimaZjl, (i =) /
MSw ~ SSw/ DFw ~— 3k ¥ (y, J’:)

F =

+ |f the null hypothesis is true, then we have by the Theorem
F ~Fp 1 nr
» Choose the level of significance, a small number a > 0, suchas a =5 %,

other popular valuesare a=10% or a=1% or a=0.1% etc.



One-way ANOVA: the test

* find the critical value ¢ > 0 so that

+0o

fx)dx=a

c

where f is the density of the Fdistributionwith £ =1 and n—1 d.f.
* if F €[c,+x), the critical region, then reject the null hypothesis
» if F €]0,c), then do not reject (or fail to reject) the null hypothesis

Remark:
If k=2, then the two-sample Hest for the difference of the means is equivalent.



One-way ANOVA: total variation

Total sample variance (mean squares):

‘ sum of squares (total) \
‘ mean squares (total)

N2
d f freedom (total) o MSy = ST _Z§‘=1Z}'i1(yi;—y)
egrees or freedaom (tota \T_>DF — n — 1
T
where
* is the size of the i-th group

¢ y==3E p 1Yij s the grand sample mean

c n=3YK n Is the size of the grand sample



One-way ANOVA: total variation

Total sample variance (mean squares):

The traditional ANOVA terminology is used:

Sum of Squares (total):
k ny
22
SSt = ZZ(J’U ),
i=1j=1
Degrees of Freedom (total):

DFT=?1—1



One-way ANOVA: total variation

Total sample variance (mean squares):

The traditional ANOVA terminology is used:

Mean Squares (total):

_ S5t f—1 —1(3’1} y)
~ DFy - n—1

MSr



One-way ANOVA: total variation

Nofice that it holds:

35T = SSw + 55p

or

k n k

ZZ(YU' -5) = ZE(J’U' -7) + Zi(ﬁ - ¥)

i=1 j=1 i=1 j=1 i=1 j=1



One-way ANOVA: total variation

Notice first:
Z(yu —y;) = Z}&, Zy; ZJ’U n; X y; =
Zj_j_ yi}

Zyij =N n

=1 t

({7 ng
ZJ’ij - ZJ&; =0

=1 =1




One-way ANOVA: total variation

Notice how:

K 1y K ny
S5t = ZZ(J&; - ?)z = ZZ ((yl} J’l) + (7 — J’)) =
i=1j=1 i=1j=1
kK kK n kK ng
=2, 2.0u=3"+ ZZZ(J’U 71) G — 7) +ZZ(yt 7)? =
i=1j:? klj—l liiigf
- z(”” -7)" + 22(71 ?)Z(J’U —51) + sz -5)* =

i=1 j=1

(3’ij -7) +ZZO’i — 7)2 =SSy + SSp

i=1 j=1

[
DM~ i~
DM

.,
|

[
N,
|

[



Bartlett’s test




Bartlett’s test

Motivation: Recall the assumptions of the one-way ANOVA method:

Given random variables ¥; ~ N(uq,0%), Yo ~ N(uy, 02), etc., Y3 ~ N (u, 02),

we assume that

* the random variables Y,,Y,, ..., Y; are normally distributed

 the variance o? of all variables Y;,Y,, ..., Y, is the same

Given the samples Y11, Y12, '"!ylnll ¥Y21,¥22, "-lyZ‘n.z! vory Y1) Yk2: -"!yk‘nk

of the random variables Y,,Y>, ..., Y, respectively,



Bartlett’s test

Theorem: If
YI‘].! Y]_z, ny Yin:_ o~ N([J]_, 0'2), Yzj_, Yzz, ey YZﬂz ~ N(}lz, 0'2), aany

Ye1s Yiezs wes Yin, ~ N (g, 0%) are independent, then

. — 2 , — 2
S 2t (Yy — Vi) 2jea(Yi; — 1)
(n—k)In = k - Ty - D= -
1 Xie—1
1+ 3(1: 1) (21-1,1; -1 n-—- k)
approximaltely

(ifall n; = 7)



Bartlett’s test

Given unknown random variables
i~ N, 0'1?): Y, ~ N(uy, 0'22): vy Y~ N(nukl O-IE)

Sampling the variable Y; n;-times yields the sample vy, 12, Y13, ) Y1n,
Sampling the variable Y, n,-times yields the sample y,4,¥73, ..., ¥2n,

Sampling the variable Y; ns-times yields the sample ys1,¥32, V33, Y34, Y355 o) Yan,
Etc.

Sampling the variable Y, ng-times yields the sample i1, Yi2, .-, Vien,

Null hypothesis:



Bartlett’s test

« Calculate the statistic

- 2
2}11(1% B Yx)
n; — 1

kY™ (y.. — 7Y
(n— k) IHEF:l : =1_(1%, 2 - 21y —1)In

X% = - 1 1 1
k _ _
1 +3(k— 1) (Ei=1ni— 1 n—k)

+ |f the null hypothesis is true, then we have by the Theorem
X%~ yt_ ,  approximately
* Choose the level of significance, a small number a > 0, suchas a =5 %,

other popular valuesare a=10% or a=1% or a = 0.1% etc.



Bartlett’s test

* find the critical value ¢ > 0 so that

+co

f(x)dx=a

£

where f Is the density of the y2-distribution with k — 1 degrees of freedom

« if X? € [¢c,40), the critical region, then reject the null hypothesis
(the ANOVA should not be used)

« if X% €[0,c), then do not reject (or fail to reject) the null hypothesis



